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Abstract. Almost 50% of over 1 billion tonnes of food is wasted annually
worldwide. The restaurant industry, with 290 million tonnes, is a major
contributor to food wastage. Promising machine learning (ML) models have
been developed to optimize raw material usage in restaurants, but obtaining
data for training these models is a difficult task because the data is con-
sidered sensitive for intellectual property and financial reasons. Recently,
large language models (LLMs) have shown promising results in generating
synthetic data. In this paper, we use an LLM to generate synthetic data for
restaurant dish sales and product supply and investigate how this data can
be used to train different ML models. We conduct a comprehensive study
and analysis of the performance of these models with our data.
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Introduction

The growing problem of food waste requires effective solutions, espe-
cially in the restaurant sector, where significant losses are observed annu-
ally. Optimizing the supply chain and operational processes in restaurants
can significantly help to address this issue. Machine learning has the poten-
tial to greatly improve these processes, but the challenge lies in collecting
quality data for training the models. To overcome these challenges, we
use large language models (LLMs), such as GPT-4 and Llama, which can
generate synthetic data that effectively mimic real scenarios. This study
examines the use of LLMs to create synthetic datasets that can help ML
models optimize restaurant operations and reduce food waste.

Challenges in Collecting Real Data

One of the main challenges in improving the efficiency of restaurants
is the lack of quality data. Real data on restaurant operations are often
difficult to collect due to reasons related to confidentiality and intellectual
property, as well as the fragmented and context-specific nature of the in-
formation. Additionally, data reflecting specific aspects of the restaurant
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industry, such as seasonal and weather-related sales patterns, are rarely
available in sufficient volume for training effective ML models. This is con-
firmed by the research of Grigoras and Leon, who highlight the need for
synthetic time series to improve decision-making processes [1].

Research Objectives

The primary objective of this study is to generate synthetic data
that can support improving the efficiency of restaurant supply chain oper-
ations. The generated synthetic data should adequately reflect the complex
nature of restaurant operations, including menu variations, customer de-
mand fluctuations, and environmental influences. The data generated by
LLM should be suitable for training different ML models capable of making
accurate predictions and optimizing restaurant operations, thereby reduc-
ing food waste and improving efficiency.

Experiment Setup

The experiment setup involved three main stages: synthetic data
generation, ML model training, and performance evaluation. The synthetic
data were generated using the GPT-4 and Llama language models through
prompt engineering, covering restaurant characteristics, weather forecasts,
and sales data. The main prompts were formulated as follows:

1. Restaurant: Included key parameters such as name, type, size,
location, and menu. The generated data contained information
about orders and the culinary profile of the restaurants.

2. Weather Forecasts: Generated realistic weather data for specific lo-
cations, including temperature, humidity, and general atmospheric
conditions, aiming to simulate the impact of weather on restaurant
operations.

3. Restaurant Sales Data: Included daily orders, accounting for the
influence of time of day, weather conditions, and restaurant size
on sales volume.

The trained ML models (LSTM and CNN) used the generated data
for forecasting and optimizing operations in the restaurant industry. The
LSTM model demonstrated high effectiveness in handling complex depen-
dencies, while the CNN model proved more suitable for short-term forecasts
requiring high speed and less complexity.
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Results

The conducted tests, using synthetic data generated by large lan-
guage models (LLM), demonstrated significant advantages of the ML mod-
els LSTM and CNN in their predictive capabilities. The tests with the
LSTM model showed high accuracy in long-term forecasting, successfully
capturing seasonal and temporal dependencies in restaurant sales data.
Meanwhile, the CNN model demonstrated excellent results in short-term
forecasting, requiring quick processing and analysis of large data volumes.
These tests proved that synthetic data could support ML models in ef-
fectively forecasting and optimizing resources in the restaurant industry,
while also reducing food waste. The combination of both approaches can
lead to even better results in planning and managing restaurant supply
chains [6].

Additionally, the generated synthetic weather data was compared
with historical data to evaluate its accuracy. The analysis showed that
the synthetic data successfully reflected real historical trends, capturing
important temporal patterns and seasonal variations. We measured a dif-
ference of 1.4 degrees Celsius in average mean annual temperature between
historic data and synthetically generated data for the same location and
time. This shows that synthetic data can resemble real data and be used
for training ML models, especially when access to real data is difficult.

• The LSTM (Long Short-Term Memory) model was used for multi-
variate forecasting, with multiple input variables such as temper-
ature, day of the week, meal popularity, and weather conditions.
This model demonstrated significant advantages in time series pre-
diction, particularly when complex dependencies exist between
input variables [1]. The results showed that the LSTM model
successfully captured seasonal and temporal dependencies, such
as increased orders during weekends and favorable weather condi-
tions [2]. This is extremely important for optimizing resources and
managing restaurant supply chains, as it allows better planning of
inventory and staffing.

• The LSTM model demonstrated accuracy in forecasting, partic-
ularly when it comes to variables that influence sales, such as
weather and day of the week. Its ability to handle long time series
and retain information from previous events enables the genera-
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tion of forecasts that are adaptive and reflect the dynamics of the
restaurant industry [3].

• The CNN (Convolutional Neural Network) model was used for
multivariate forecasting and showed good results in predicting key
sales trends. The CNN model is particularly effective when work-
ing with structured data and has advantages in processing large
volumes of data in a short time. This makes it suitable for short-
term forecasts where processing speed is a critical factor [4]. For
example, the CNN model can successfully predict fluctuations in
sales at different times of the day, taking into account factors such
as time of day and type of meals [5].

Figure 1. Results from LSTM model forecasting ‘Grilled Salmon’ sales

Figure 2. Results from CNN model forecasting ‘Grilled Salmon’ sales

146



International Scientific Conference IMEA’2024

Analysis of Synthetic Data

The synthetic data generated using LLM successfully simulate real
scenarios in the restaurant industry, including a variety of factors such as
weather, types of meals, popularity of different menus, and customer pref-
erences. This variety allows ML models to be trained on scenarios that are
often missing in real data due to limitations in volume or confidentiality [2].

The analysis results showed that using synthetic data can signifi-
cantly reduce the need for real data, which are often difficult to access and
expensive to collect. Synthetic data also offer the ability to control the
characteristics of the generated scenarios, making them particularly use-
ful for training ML models that need to adapt to different conditions and
variables [3].

Advantages and Limitations

One of the main advantages of using synthetic data is that they allow
ML models to be trained without the need for real data, addressing issues
related to confidentiality and data access [4]. Additionally, synthetic data
can be generated in large volumes with a variety of scenarios, which helps
improve model generalization [5].

However, there are also some limitations to using synthetic data. For
example, synthetic data may not fully reflect all the details and nuances
of real restaurant operations, which may lead to gaps in model training.
Moreover, the quality of synthetic data depends on the quality of the LLM
used and its ability to generate realistic scenarios [6].

Conclusion

The results of the study indicate that synthetic data generated using
LLM can be effectively used for training ML models that can help optimize
restaurant operations. LSTM and CNN models trained with these data
demonstrate high accuracy in sales forecasting and resource management,
with each model having its advantages depending on the specific scenario.
Combining both approaches can lead to even better results, which is a
promising direction for future research.

Future research could focus on combining different ML architectures
and evaluating their effectiveness under real-world conditions, using both
synthetic and real data.
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